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ABSTRACT
Independent estimates of lifetime plutonium production can
be made using forensic measurements of characteristic indica-
tor isotope ratios in core structural elements in shut-down
nuclear reactors. Incomplete knowledge of a reactor’s oper-
ational history, including fuel burnup, as well as uncertainties
in nuclear cross-section data, can significantly affect such plu-
tonium estimates, making it potentially difficult to match esti-
mates with a state’s declaration. Monte Carlo methods and
sensitivity analysis techniques are used to assess the propaga-
tion of different uncertainties and their impact on plutonium
estimates in infinite lattice models of a heavy-water moder-
ated reactor (CANDU 6) and a graphite-moderated reactor
(the 5 MWe reactor in North Korea), with titanium-48/titan-
ium-49 and boron-10/boron-11 as the respective indicator iso-
tope ratios. A tolerance interval model, with specified
confidence levels, rather than one based on mean values and
standard deviations, is proposed for assessing plutonium esti-
mates based on isotope ratios measurements.
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Introduction

A robust understanding of fissile material holdings is essential to make dis-
armament activities more predictable and irreversible. Speculations about
unaccounted-for fissile material holdings could hinder progress because
only a few kilograms of plutonium or highly-enriched uranium are neces-
sary for building a nuclear weapon. Baseline declarations of fissile material
holdings and production histories by fissile material holders are a means to
increase transparency and improve trust in the disarmament process.
Several precedents for such declarations exist. To be credible, the declara-
tions need to be independently verified.1

One such verification tool is the Isotope Ratio Method (IRM) is, which
can, in principle, be used to estimate the lifetime plutonium output of
shut-down reactors. Specifically, IRM assesses the neutron fluence U ¼Ð
/dt (where / is the neutron flux) in several samples taken in various
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locations within or very close to the core of shut-down reactors that under-
went neutron activation, using isotopic measurements of trace impurities.
This method was initially developed for graphite-moderated reactors—
where samples from the graphite would be taken (Graphite Isotope Ratio
Method, GIRM)—but can be adapted for use in other reactor designs,
including heavy-water reactors. For instance, if inspectors were to return to
North Korea, there would be interest in using IRM to assess samples from
the graphite-moderated 5 MWe reactor in Yongbyon, which produces the
North Korean plutonium.2

A detailed understanding of the uncertainties associated with the method
is necessary to evaluate whether its results are consistent with a declaration.
Although IRM can theoretically reconstruct plutonium production using
only the measured sample and some basic knowledge of the reactor design,
having specific information on the reactor’s operating history is crucial to
reducing the uncertainty of the reconstruction. Several studies have demon-
strated IRM and performed some form of uncertainty assessment for spe-
cific scenarios.3 Notably, Heasler et al.4 found a relative uncertainty of 1.6%
for a generic, graphite-moderated reactor. They identified the “reactor
physics error”—uncertainties on reactor design and operational history—as
the most impactful uncertainty source.
However, the abovementioned studies did not include all sources of

uncertainty and they did not yield a general, versatile approach applicable
to all likely scenarios.
This paper describes a Monte Carlo-based method for robust uncertainty

assessment, that, in theory, can account for any uncertainty source, be it
documentation-related, physics-based, or owing to other factors. The
method is demonstrated in four hypothetical case studies: two different
reactors (a CANDU model and the 5 MWe Yongbyon reactor), each with
two different sets of uncertainties. While some of the studied uncertainty
sources examined here overlap with previous studies, others have not been
investigated in this context. By showing how they propagate to the pluto-
nium estimate, this study underscores the need for a case-by-case analysis.
Furthermore, this paper demonstrates a sensitivity analysis technique for
identifying those uncertainty sources with a strong impact, which can then
be used to systematically reduce the overall uncertainty.

The isotope ratio method (IRM)

The basics of IRM have been developed by Fetter, Gesh, and Gasner and
Glaser.5 Initially, “indicator elements” must be identified; they must be pre-
sent in the permanent components of the reactor and consist of isotopes
that undergo neutron activation but do not decay. Finally, they must be
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sensitive to the expected fluence range. A procedure to identify suitable
indicator elements has been developed by de Troullioud de Lanversin
and K€utt.6

After taking samples from the reactor and measuring the isotopic ratios,
a simulation must be implemented to arrive at the plutonium estimate.
This IRM simulation can be divided into three steps. The first relates an
isotope ratio measurement to local fluence, the second relates local pluto-
nium production to the local fluence. Taken together, the relationship
between the isotope ratios and plutonium production is obtained. The third
step extrapolates from local plutonium estimates to a global plutonium esti-
mate for the reactor as a whole. The first two steps combine neutron trans-
port simulations and material depletion calculations. The neutron transport
simulation computes the neutronics parameters: neutron energy spectrum
and one-group reaction cross-sections. These are used to solve the deple-
tion equation, which describes the production and depletion paths of all
relevant isotopes as a function of fluence—in particular those of the indica-
tor elements and the plutonium isotopes in the fuel. The third step requires
mathematical tools to infer global plutonium production from several local
estimates in various locations of the reactor.
For this research, the IRM implementation is limited to the first two of

the three steps: local fluence and plutonium estimates. Step 1 calculates the
time evolution of the isotopic vector N

!
of the indicator elements:

N
!ðtÞ ¼ exp Atð ÞN!ð0Þ: (1)

N
!

is a vector of number densities and A is the transition matrix which
depends on the neutron flux and the neutron cross-sections; decay con-
stants are not relevant here, because the selected indicator isotopes are sta-
ble. The neutron flux is approximated with a time-averaged neutron flux
�/(averaged over one irradiation cycle). This approximation is valid for low
burnup and this work assumes that the reactors have been operated to pro-
duce weapons-grade plutonium, which requires low fuel burnup. It simpli-
fies calculating the neutron fluence over a certain time period
U ¼ Ð t

0 /ðtÞdt� �/t: By dividing two components of the isotope vector
and substituting t ¼ U=�/, the dimensionless isotopic ratio RijðUÞ ¼
NiðUÞ=NjðUÞ is calculated as a function of fluence.
Step 2 computes the plutonium production Pu0 and the fluence U0 of a

single irradiation cycle using a reactor simulation code (see Section
Implementation) to obtain the plutonium production per unit flu-
ence p0 ¼ Pu0=U0:
The lifetime production can be obtained either by reconstructing the

entire operating history of the reactor or by approximating the history as
one or several sequences of (near) identical irradiation cycles, each
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sequence described by average operational parameters, e.g., average burnup
of discharged fuel. For long operations with many irradiation cycles, this
will be necessary to reduce complexity. In such a case, precise knowledge
of each cycle’s individual parameters is not necessary, as long as one can
ascertain that they did not vary significantly throughout a sequence. If the
true operating history deviates greatly from the simplified model, the bias
needs to be accounted for.
As this work focuses on demonstrating an uncertainty assessment

method to be applied in the future, rather than simulating real histories in
an as-precise-as-possible manner, the simplified approach with only one
sequence was used. The same method can, however, be adapted to more
complex IRM models.
Everything taken together, one obtains a formula to calculate the desired

isotopic ratio as a function of the reactor’s lifetime plutonium production. To
infer plutonium production from an isotopic ratio measurement, the above
expression is inverted with numerical tools. A more thorough explanation of
the implementation is provided in the supplementary material on GitHub.7

Sources of IRM uncertainty

Several different sources of uncertainty impact the IRM plutonium quantifi-
cation. Besides the abovementioned operational parameters and potentially
incomplete design information, necessary approximations in the simulation
models (e.g., time discretization of depletion calculations), uncertainties of
nuclear data (e.g., reaction cross-sections), and computational and measure-
ment uncertainties contribute to the overall uncertainty. To obtain the final
uncertainty interval on the plutonium estimate, these uncertainties must be
quantified and propagated through the IRM simulation.8

When verifying a declaration, inspectors need to gather information on
the operating history of the target reactor. Presumably, they would have at
least some degree of access to records containing such information. In the
best case, these records are detailed, complete, and fully credible. More
plausible, however, are cases where some or many records were discarded
or lost, or where record-keeping was insufficient—in particular in the early
years. This is believed to be the case in the former Soviet Union, and the
United States and the United Kingdom have also noted such challenges in
their fissile material declarations.9 Also plausible are cases where records
may not be deemed trustworthy, as was the case when North Korea sub-
mitted its plutonium history to the United States.10 Independently available
information—for instance from satellite images—may help, but not neces-
sarily fill all information gaps.

6 B. JUNG AND M. GÖTTSCHE

https://doi.org/10.1080/08929882.2022.2060599


Similarly, the extent to which reactor, fuel, and target designs are known
will vary. If a reactor facility is accessible for visual inspections, inspectors
may be able to accurately assess relevant design parameters. However, a
reactor may have used many different fuels or target designs throughout its
lifetime. Inspectors would have to rely on documentation for such informa-
tion. The documentation, as noted above, maybe detailed and credible, but
it may also be incomplete and dubious such that design parameters may be
a significant source of uncertainty.
Reactors that have not only been used for plutonium production, but

also for tritium production (or other purposes) are particularly challenging
to analyze—the fraction of the fluence used for each type of production
must be known to obtain a reliable plutonium estimate. This challenge is
not the topic of this study, but other studies have indicated that it may be
possible to distinguish production modes to some extent using a variant
of IRM.11

In Heasler et al.,12 the largest impact on the plutonium estimate (in
descending order) originated from uncertainties of the fuel pin radius, fuel
temperature, graphite density, equivalent boron concentration, graphite
temperature, and specific power. Compared to the reactor physics error,
the impact of the other uncertainties, such as random measurement errors
or contamination errors, was found to be typically around one order of
magnitude lower.13

This paper’s primary purpose is to introduce the general uncertainty
assessment method, not to present a comprehensive analysis of all uncer-
tainty sources. Therefore, the following analysis focuses on average burnup,
specific power and moderator temperature (operational parameters), and
neutron cross-sections of boron and titanium isotopes, as well as uranium-
238 and plutonium-239 (see Table 1). Other uncertainty sources are
ignored, not because they are not influential—Heasler et al. have shown
that they are—but to reduce the complexity and computational cost of
the analysis.

Table 1. Input uncertainty scenarios.
YB-1 YB-2 CANDU-1 CANDU-2

Temperature (K) – – 343–353 333–363
Thermal power (MWt) 15–22.5 15–22.5 2000–2500 1000–2500
Burnup (MW d kg–1) 0.3–0.5 0.2–1.3 0.2–1.5 0.5–0.8
r (n,c) Ti-47a – – ±2.8%b ±2.8%
r (n,c) Ti-48 – – ±2.8% ±2.8%
r (n,c) Ti-49 – – ±2.8% ±2.8%
r (n,a) B-10 ±0.8% ±0.8% – –
r (n,fis) U-238 ±1.3% ±1.3% ±1.3% ±1.3%
r (n,c) U-238 ±1.2% ±1.2% ±1.2% ±1.2%
r (n,fis) Pu-239 ±1.4% ±1.4% ±1.4% ±2.8%
r (n,c) Pu-239 ±4.3% ±4.3% ±4.3% ±4.3%
a r refers to the one-group cross-section.
b Interval of one relative standard deviation around the mean.
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Implementation

Reactor simulations

The neutron transport and the fuel depletion are simulated with Serpent
2,14 a validated continuous-energy Monte-Carlo reactor physics code.
Infinite lattice models of two reactors were implemented, which emulate a
fuel channel in the center of the reactor cores. This analysis uses two differ-
ent reactor models: a heavy-water moderated CANDU 6 model and the
graphite-moderated 5 MWe “Yongbyon” reactor. The former is relevant
because its design is similar to other heavy-water reactors used for military
plutonium production (e.g., the Indian CIRUS reactor). The latter is rele-
vant because it is the primary plutonium source in North Korea.
Figure 1 shows the fuel cell designs.15 The implemented models were

validated by comparing the spent fuel composition and the estimated pluto-
nium production rate, respectively, for CANDU and Yongbyon with exist-
ing data and literature (see Appendix). Furthermore, the neutron spectra in
the first and the last step of a simulation were compared (see Figures 7 and
8 in the Appendix). The variation between the spectra is low enough to
justify approximating an average spectrum for each simulation.
This study uses boron-10/boron-11 and titanium-48/titanium-49 as indi-

cators, respectively, for the Yongbyon and CANDU reactors. Both ratios
have been identified as suitable indicators in earlier stages of IRM develop-
ment. Boron is suitable in a low fluence range (due to the high neutron
capture cross-section of boron-10) and is present as impurities in reactor
graphite. Therefore, it is a suitable indicator for the Yongbyon reactor. In a
CANDU reactor, much higher fluence ranges are to be expected. Titanium
is a suitable indicator at high fluences and is present as impurities in the

Figure 1. Unit cells of the CANDU reactor on the left and the Yongbyon reactor on the right,
as implemented in Serpent 2.
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calandria tubes of CANDU reactors, which are made of a zirconium alloy.
It is also present in aluminum alloys, which are typical materials for pres-
sure tubes in non-power reactors.16

Parametrizing the uncertainties

The first step of the proposed uncertainty assessment framework is to
quantify the uncertainty sources. Different sources can follow different
probability distributions, which should be accounted for. The individual
source uncertainties of the four case studies are shown in Table 1.
Some information on the operational history of the North Korean 5

MWe reactor is known from independent analyses. The range of the reac-
tor’s thermal power (scenarios YB-1 and YB-2) is based on Albright and
O’Neill.17 Due to the low power density, its effect on the graphite moder-
ator temperature is neglected. It is also roughly known when the reactor
was operational and for how long; de Troullioud de Lanversin and K€utt18

provide burnup estimates for each irradiation cycle. The burnup range in
scenario YB-1 is loosely derived from their work. To demonstrate the
impact of the magnitude of source uncertainties, the burnup uncertainty of
scenario YB-2 is not based on actual knowledge of individual cycles.
Instead, it represents a burnup range extending beyond what has been
observed in North Korea but could nevertheless be achieved in the future.
At the upper limit of 1.3 megawatt-days per kilogram (MW d kg–1), the
plutonium consists of roughly 90% plutonium-239, which may still be use-
ful for constructing nuclear weapons.
The operational parameter uncertainties of the CANDU-1 scenario are

loosely derived from reference values of the CANDU 6 model.19 Since it is
assumed that the reactor has been used to produce plutonium for a mili-
tary program, the upper limit on burnup is chosen to be lower than the
typical burnup of CANDU fuel. Similar to the two Yongbyon scenarios, the
two CANDU scenarios differ in terms of knowledge of the individ-
ual parameters.
The parameters of operational history are described by uniform probabil-

ity distributions—assuming inspectors do not know one most likely (mean)
value, but only a plausible range of values, all of which are equally possible.
How to determine such a range in practice depends on the available infor-
mation. Inspectors would need to analyze operating records as well as con-
sult other sources of information. The ranges in Table 1 are not based on
an in-depth analysis. Instead, they are loosely based on publicly available
information and constructed in such a way as to showcase several different
possibilities.
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The cross-sections, however, are based on physical measurements, and
their uncertainties are therefore best described by a normal distribution.
Energy-dependent cross-section uncertainties from ENDF/B-VIII are used,
together with time-averaged neutron spectra of typical reactor operations,
to estimate a relative uncertainty for each one-group cross-section.20

Monte Carlo-based uncertainty propagation

The second step of the uncertainty assessment is the propagation of the
uncertainty sources to the plutonium estimate. For this purpose, this paper
proposes to use a (quasi-) Monte Carlo approach. Such a numerical
method is adequate, as an analytical error propagation will in many cases
not be feasible due to the complex impact of some of the source uncertain-
ties. Samples are drawn from the probability distributions of the input
parameters.21 For each sample, the output (the reconstructed plutonium
production) is computed. The result of the Monte Carlo approach is a
probability distribution for the output. Each of the columns of Table 1
serves as a 7- or 10-dimensional input parameter space. Figure 2 illustrates
the Monte Carlo approach for the YB-2 scenario. Given a hypothetical
measurement boron-10/boron-11¼ 0.04 and a set of parameters, the IRM
model predicts a plutonium density. The parameters are varied by sampling
values from the associated probability distribution (Figure 2, left) and the
IRM prediction is repeated with each different set of parameter values.
Accordingly, the predicted plutonium densities also vary and, when turned
into a histogram, produce the graph on the right of Figure 2.

Figure 2. An example of input and output in the YB-2 scenario. The left graph shows a 2D pro-
jection of the input parameter samples (note that all parameters from Table 1 were varied).
The graph on the right shows the output distribution for the plutonium estimate. In this
example, the ratio boron-10/boron-11 is 0.04 and the fluence U is �1.46� 1021 cm–2.
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A meaningful description of IRM uncertainties

The third and final step is a description of the uncertainty of the final plu-
tonium estimate. The GIRM implementation by Heasler et al.22 already
includes an uncertainty treatment; they derive a best-guess total plutonium
estimate with a standard error. In some cases, however, such an estimate
resulting from best-guess values of uncertain parameters may be inaccurate
and misleading.
Instead, this paper proposes to take uncertainties into account by recon-

structing past plutonium production in the form of tolerance intervals,
which indicate the range of plutonium estimates consistent with the IRM
measurement and analysis. A declaration can be accepted or rejected by
assessing whether the declared plutonium inventory lies within
this interval.
Furthermore, tolerance intervals are also useful in cases where the under-

lying probability distribution for plutonium production is non-normal. As
Figure 2 shows, this may well be the case, especially when some of the
uncertainty sources (particularly those related to operational history) are
best described by uniform distributions within a range. In such a case, a
declaration cannot be robustly tested based on a mean value and stand-
ard deviation.
Mathematically speaking, a tolerance interval contains a certain propor-

tion p of the population with a confidence level c. It can be computed for

Figure 3. Reconstructed plutonium density with the CANDU reactor model. The shaded area
indicates the 95% tolerance interval. The relative uncertainty of CANDU-1 is 10% and of
CANDU-2 is 7%.
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non-parametric distributions using order statistics, which is the approach
used in this study.23

This work presents p¼95% tolerance intervals with a c¼95% confidence
level. In the context of reconstructing plutonium production, this means
that 95% of the plutonium values are consistent with the IRM analysis and
the measured isotopic ratios lie within the bounds of the interval. The con-
fidence level states that in 95 out of 100 cases, repeating the analysis will
yield the same results.

Case study results

Computed tolerance intervals

The results of the uncertainty analysis of the four case studies are shown in
Figures 3 and 4, respectively, for CANDU and Yongbyon. Each graph
shows statistical tolerance intervals of the plutonium estimate for a range
of isotopic ratio values. These isotopic ratios represent hypothetical meas-
urements, and the ranges of displayed values correspond to the expected
fluency in both reactors.24 The plutonium production estimates are local
estimates and as such quantified in units of grams per cubic centimeter
(g cm–3).
Several features stand out in both graphs. First, the difference between

the widths of the tolerance intervals is significant. Since the cross-section
uncertainties are the same for all scenarios, the difference originates

Figure 4. Reconstructed plutonium density estimates with the Yongbyon reactor model. The
shaded area indicates a 95% tolerance interval. The relative uncertainty of YB-1 is 3.4% and of
YB-2 is 8.4%.
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from the operational parameters. Later, the sensitivity analysis will
explain which parameters, in particular, are responsible for
the difference.
Second, the tolerance intervals of the scenarios YB-1 and CANDU-2 lie

entirely within those of YB-2 and CANDU-1, although their respective
mean values are different. This observation is an example of why tolerance
intervals are more suitable for verifying plutonium declarations than mean
values with standard deviations. The former accepts all declared values
within the reconstructed interval, whereas the latter prefers values closer to
the mean. The tolerance interval also informs about the amount of material
potentially not accounted for in the declaration.
Third, the relative uncertainty—the width of the tolerance interval rela-

tive to the mean of the interval—is constant over the range is isotopic
ratios shown in each graph, meaning that the absolute uncertainty increases
with the amount of plutonium produced. In a disarmament verification
context, the reconstruction uncertainty on large stockpiles will be larger
than on small stockpiles. While this result is not unsurprising, it means
that more weapon-equivalents worth of plutonium is potentially
unaccounted for.
Table 2 shows one tolerance interval of each scenario, scaled with the

volume of the fuel in the reactor. Such simple global estimates do not take
the spatial inhomogeneity of the neutron flux into account and, therefore,
include additional bias. However, they do serve to illustrate the possible
extent of the total uncertainty. Even when only considering a small set of
uncertainty parameters, the relative uncertainties range from 3.4 to 10%. In
the Yongbyon scenarios, these scaled tolerance intervals correspond to
roughly one and three weapon-equivalents of plutonium (assuming one
weapon-equivalent is 4 kg). In the CANDU scenarios, which have a higher
total fluence, the scaled tolerance intervals correspond to several tons
of plutonium.

Sensitivity analysis

Variance-based sensitivity analysis decomposes the variance of the model out-
put into fractions, called global sensitivity indices, that are attributed to

Table 2. Plutonium is estimated in tolerance intervals (p¼95%,c¼95%) for a hypothetical
measurement.
Scenario Fluence (cm–2) Indicator Ratio Pu (kg)

YB-1 1.46� 1021 B-10/B-11 0.04 57–62
YB-2 51–62
CANDU-1 1.14� 1023 Ti-48/Ti-49 1.7 8415–10334
CANDU-2 8879–10184

Plutonium densities are scaled with the reactor fuel volume.
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individual input parameters (first-order) or combinations of input parameters
(higher-order). First-order indices describe the direct effect of a parameter on
the output variance. It indicates by how much the variance would, on average,
be reduced, if the parameter were to be fixed. Higher-order indices describe the
effect of a combination of parameters that cannot be explained by the sum of
their individual direct effects. The sum of all indices of one parameter is called
the total index. If it is zero, the associated parameter can be fixed to any value
within its range, without significantly altering the output variance. The sum of
first- and higher-order indices of all parameters equal one by definition. This
property is useful for reducing the computational cost of sensitivity analysis. If
the sum of first-order indices is close to one, calculating second- or higher-
order indices can be omitted, because their effect will be small.25

Since the values of sensitivity indices depend on the variation of the
model input and output, each scenario is analyzed separately. Figure 5 dis-
plays the first-order sensitivity indices of the uncertainty estimate in Table
2. Burnup is the most influential parameter in two of the four scenarios,
followed by cross-section uncertainties of the (n,c) reaction in titanium-48,
uranium-238 as well as the (n,a) reaction in boron-10. In the CANDU-2
scenario, the moderator temperature also plays a non-negligible role. The
indices corresponding to the other points in Figures 3 and 4 do not differ
significantly. In three of the four scenarios, the first-order indices sum to

Figure 5. First-order sensitivity indices of the four scenarios. The bars are shaded according to
the contribution of individual parameters. Parameters with an index close to zero are grouped
into the category “others” for display purposes.
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approximately one, indicating a negligible impact of higher-order effects.
Only in the YB-1 scenario, which has the overall lowest uncertainty, do
higher-order effects begin to become relevant.
The sensitivity analysis helps interpret the results of the uncertainty ana-

lysis. It explains why the output uncertainty of CANDU-1 is higher than
that of CANDU-2. The burnup uncertainty in CANDU-1 is much higher
than in CANDU-2. Conversely, the power uncertainty is much higher in
CANDU-2 than in CANDU-1. The first-order index of power is approxi-
mately zero in both scenarios (see “others” in Figure 5), indicating that
power has next to no influence on the output variance. The first-order
index of burnup is 0.66 ± 0.03 in CANDU-1. The reduced burnup uncer-
tainty in CANDU-2 leads to reduced output uncertainty compared to
CANDU-1.
Similarly, the sensitivity analysis of the scenarios YB-1 and YB-2 explains

the results of the uncertainty analysis. Reducing the uncertainty of the
burnup parameter reduces the uncertainty of the plutonium estimate sig-
nificantly. Furthermore, the Yongbyon scenarios exemplify how sensitivity
analysis can be useful for IRM applications. In this example, YB-2 repre-
sents the inspectors’ initial analysis. The sensitivity analysis indicates
burnup is responsible for most of the uncertainty of the plutonium esti-
mate. The inspectors then pursue a targeted investigation to gain more pre-
cise information on this parameter. The new information leads to a new
input uncertainty assessment, namely YB-1, which leads to a plutonium
estimate with less uncertainty.
In general, sensitivity analysis is model-specific and one must be cautious

before generalizing the results. Nevertheless, burnup has a significant effect
on the uncertainty of the plutonium estimate in all four scenarios of this
study, which is remarkable because it has not been considered an uncer-
tainty parameter in previous studies. The sensitivity analysis also shows
that uncertainties in nuclear cross-section data are not negligible and can
have as much impact as some operational parameters. In particular, the
(n,c) cross-sections of uranium-238, titanium-48, and boron-10 have an
impact on the plutonium estimate.

Conclusion

IRM uses forensic measurements of isotopic ratios and simulation-based
analysis to estimate the amount of plutonium produced in a nuclear
reactor. Such an analysis needs to consider uncertainties of the parameters
of the simulation. The present study demonstrated a Monte Carlo-based
approach to uncertainty propagation using fictitious case studies. This
approach uses prior information to define a probability distribution for
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each parameter and draws quasi-random samples from these distributions.
The plutonium estimation procedure is applied to each sample and the
resulting probability distribution is characterized to obtain a tolerance
interval. Such a tolerance interval of the total plutonium production is suit-
able for assessing a declaration.
Despite only considering a subset of all uncertain simulation parameters,

this study has shown that tolerance intervals can be large (�10%). The sen-
sitivity analysis has indicated that average burnup and cross-section data of
uranium-238, titanium-48, and boron-10 account for most of the uncer-
tainty in the case studies. These parameters have not been identified as sig-
nificant sources of uncertainty in previous studies of (G)IRM. Sensitivity
analysis adds value to IRM as a tool for verifying fissile material declara-
tions. Inspectors could pursue a targeted attempt to obtain further informa-
tion on a parameter that has been identified as highly impactful by using
additional technical verification methods or by demanding such informa-
tion from the inspected state.
This study has been limited to a simplified IRM implementation and

hypothetical cases. Future research should examine uncertainties of global
estimates, making use of full-core instead of infinite lattice reactor simula-
tions, and include a more detailed IRM implementation that can take into
account changes in operational parameters over the lifetime of a reactor.
Lastly, the combined impact of all plausible uncertainty sources beyond
burnup and cross-section data should be assessed.
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Appendix

To gain greater confidence in the implementation of the reactor simulations, the results
were compared to available data and literature. For the CANDU reactor, the burnup
history of a fuel assembly was resimulated, for which measurement values of uranium
and plutonium isotope concentrations are available in the SFCOMPO-2.0 database.26

Except for the concentration of plutonium-241, the results are in good agreement (see
Table 3). The most likely reason for the discrepancy in plutonium-241 is its low half-
life (�14 years). The database does not list the time between the last irradiation period
of the fuel and when the isotopic composition was analyzed. Therefore, the decay of
plutonium-241 is not accurately accounted for in the simulation.

For the Yongbyon reactor, plutonium production was compared with the results of sev-
eral studies.27 Figure 6 shows that the results are roughly in agreement. The reason for the
discrepancies cannot be determined without more detailed knowledge about model
assumptions in the other publications. For the purpose of this study, it is sufficient to see
that the trend agrees.

Table 3. Isotopic concentrations of uranium and plutonium in the spent fuel of the Bruce
A reactor.

Simulation Measurement

Isotope Average Std error Average Std error Deviation in #std

U235/U 0.245 0.058 0.241 0.004 0.076
U236/U 0.072 0.008 0.081 0.004 1.101
U238/U 99.683 0.050 99.671 0.010 0.230
Pu239/Pu 69.126 3.418 68.788 0.159 0.099
Pu240/Pu 26.757 2.291 25.147 0.106 0.702
Pu241/Pu 2.563 0.480 4.456 0.089 3.879
Pu242/Pu 1.451 0.648 1.249 0.057 0.309

Measurement values are taken from SFCOMPO-2.0.
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To justify using a time-averaged neutron flux, the neutron spectra at the beginning and
at the end of one irradiation cycle were compared. As Figures 7 and 8 show, the change in
the flux spectra is small throughout one irradiation cycle.

Figure 6. The plutonium produced by the simulated model is displayed dependent on burnup.
Plutonium density values of one fuel element are upscaled to the total reactor core. For com-
parison assessments of various publications are shown.

Figure 7. Neutron flux spectrum per unit lethargy at the first and last burnup step in a simula-
tion of the Yongbyon reactor model. The difference between the two spectra is small enough
to justify that the spectrum is approximated by averaging over the spectra of each
burnup step.
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Figure 8. Neutron flux spectrum per unit lethargy at the first and last burnup step in a simula-
tion of the CANDU reactor model. The difference between the two spectra is small enough to
justify that the spectrum is approximated by averaging over the spectra of each burnup step.
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